Orthogonal Genetic Algorithm and Its Application in Traveling Salesman Problem
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Abstract. The traveling salesman problem (TSP) is one of the most widely studied NP-hard combinatorial optimization problems. Its statement is deceptively simple, and yet it remains one of the most challenging problems and traditional genetic algorithm trapped into the local minimum easily for solving this problem. Therefore, based on a simple genetic algorithm and combine the base ideology of orthogonal test then applied it to the population initialization, crossover operator, as well as the introduction of adaptive orthogonal local search to prevent local convergence to form a new orthogonal genetic algorithm. The new algorithm shows great efficiency in solving TSP with the problem scale under 300 under the experiment results analyze.

Introduction

The most popular evolutionary model used in the current research is Genetic Algorithms (GA), originally developed by John Holland [1]. The GA reproduction operators, such as recombination and mutation, are considered analogous to the biological process of mutation and crossover respectively in population genetics. The recombination operator is traditionally used as the primary search operator in GA while the mutation operator is considered to be a background operator, which is applied with a small probability. Traditionally, GA uses a binary string representation of chromosomes with concentration on the notion of 'schemata'. A schema is a template that allows exploring the similarity among chromosomes. Genetic Algorithms model evolution as a search for structures or building blocks that perform well in a given environment. Therefore, the recombination and mutation operators focus on an individual's structure, not the structure's interpretation. The results of applying reproduction operation in GA generate solutions that share structural similarities with their parents but may have significantly different interpretations. However, many recent applications of GA have used other representation such as graphs, Lisp expressions, ordered list, and red-valued vectors.

Above gives the basic algorithmic steps for GA. After the initial population of individuals is generated (usually randomly) and individuals' structures are evaluated, the loop is entered. Then a selection buffer C(t) is created to accommodate the selected copies from P(t-1), "select-reproduction".
In the Holland original GA, individuals are selected probabilistically by assigning each individual a probability proportional to its structural fitness. Thus, better individuals are given more opportunity to produce offspring. Next the variation operators (mutation and crossover) are applied to the individuals in C(t) buffer producing offspring C'(t). After evaluating the structural fitness of C'(t), the selection method is applied to select replacement for P(t) from C'(t) and P(t-1). In general, genetic algorithms are usually used to solve problems with little or no domain knowledge, NP-complete problems, and problems for which near optimum solution is sufficient. The EA methods can be applied only if there exist a reasonable time and space for evolution to take place.

The traveling salesman problem (TSP)[2] is one of the most widely studied NP-hard combinatorial optimization problems. Its statement is deceptively simple, and yet it remains one of the most challenging problems in Operational Research. The simple description of TSP is: Give a shortest path that covers all cities along. Let G = (V; E) be a graph where V is a set of vertices and E is a set of edges. Let C = (cij) be a distance (or cost) matrix associated with E. The TSP requires determination of a minimum distance circuit (Hamiltonian circuit or cycle) passing through each vertex once and only once. C is said to satisfy the triangle inequality if and only if cij + cjk \geq cik for all i, j, k \in V.

Due to its simple description and wide application in real practice such as Path Problem, Routing Problem and Distribution Problem, it has attracted researchers of various domains to work for its better solutions. Those traditional algorithms such as Cupidity Algorithm, Dynamic Programming Algorithm, are all facing the same obstacle, which is when the problem scale N reaches to a certain degree, the so-called “Combination Explosion” will occur. For example, if N=50, then it will take $5 \times 10^{48}$ years under a super mainframe executing 100 million instructions per second to reach its approximate best solution.

A lot of algorithms have been proposed to solve TSP[3-8]. Some of them (based on dynamic programming or branch and bound methods) provide the global optimum solution. Other algorithms are heuristic ones, which are much faster, but they do not guarantee the optimal solutions. There are well known algorithms based on 2-opt or 3-opt change operators, Lin-Kerninghan algorithm (variable change) as well algorithms based on greedy principles (nearest neighbor, spanning tree, etc). The TSP was also approached by various modern heuristic methods, like simulated annealing, evolutionary algorithms and tabu search, even neural networks.

**Orthogonal Genetic Algorithm for TSP**

**Chromosome Coding:** In this paper, we will use the most direct way to denote TSP-path presentation. For example, path 4-2-1-3-4 can be denoted as (4, 2, 1, 3) or (2, 3, 1, 4) and it is referred as a chromosome. Every chromosome is regarded as a validate path. (In this paper, all paths should be considered as a ring, or closed path).

**Initialize population:** The traditional method of genetic algorithm is randomly initialized population, that is, generate a series of random numbers in the solution space of the question. In this paper, the orthogonal genetic algorithm uses the orthogonal initialization [9]. For the general condition, before seeking out the optimal solution the location of the global optimal solution is impossible to know. For some high-dimensional and multi-mode functions to optimize, the function itself has a lot of poles, and the global optimum location of the function is unknown. If the initial population of chromosomes can be evenly distributed in the feasible solution space, the algorithm can evenly search in the solution space for the global optimum. Orthogonal initialization is to use the orthogonal table has the dispersion and uniformity comparable, the individual will be initialized uniformly dispersed into the search space, so the orthogonal design method can be used to generate uniformly distributed initial population.

**Adaptive local search operator:** Local search operator has a strong local search ability, and then can solve the shortcomings of genetic algorithm has the weak ability for the local search. And the population according to the current state of adaptive evolution of the local search space adaptive local search operator will undoubtedly greatly enhance the ability of local search. In the initial stage of the
evolution, the current optimal solution from the global optimum region is still relatively far away, this time the adaptive local search operator to require search a large neighborhood space to find more optimal solution, it can maintain the population diversity. When the population has evolved to the region containing the global optimum, the adaptive local search operator to require a relatively small area to search in order to improve the accuracy of the global optimal solution.

In this paper, the adaptive local search operator is the adaptive orthogonal local search operator. Adaptive orthogonal local search operator is aimed at the neighborhood of a point to search, so the key point is to identify a point as the center of the hypercube, the hypercube in the orthogonal test, expect to be better Solution.

Fitness function: The only standard of judging whether an individual is “good” or not. We take the reciprocal of the length of each path as the fitness function. Length the shorter, fitness values the better. The fitness function is defined as following formula:

\[ f(S_i) = \sum_{i=1}^{N} d(C_{n(i)}, C_{n(i+1) \text{mod } N}) \]

Framework of algorithm:
Step 1: Orthogonal initialize population;
Step 2: Using selection method select the excellent individual;
Step 3: Using select operator and strategy select the two parents individuals;
Step 4: Using the orthogonal crossover operation
Step 5: Executive the adaptive local search strategy;
Step 6: Executive the adaptive orthogonal mutation strategy for the repeat individuals in the population;
Step 7: Repeat Step 3 to Step 7 until end of the algorithm.

Experiment and Results

In this section we present the experimental results of the proposed algorithm. All experiments are performed on Intel Core(TM)2 Duo CPU 2.26GHz/4G RAM Laptop. In the experiments all test cases were chosen from TSPLIB (http://www.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95). The optimal solution of each test case is known. We list the test cases and their optimal solutions in Table.1.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Result in TSPLIB</th>
<th>Optimum in TSPLIB</th>
<th>Our Result</th>
<th>Run Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>St70</td>
<td>675</td>
<td>678.597</td>
<td>677.129</td>
<td>0.78</td>
</tr>
<tr>
<td>Er276</td>
<td>538</td>
<td>545.387</td>
<td>544</td>
<td>1.16</td>
</tr>
<tr>
<td>kroA100</td>
<td>21282</td>
<td>21285.443</td>
<td>21285.443</td>
<td>2.69</td>
</tr>
<tr>
<td>Rd100</td>
<td>7910</td>
<td>7910.396</td>
<td>7910.396</td>
<td>2.14</td>
</tr>
<tr>
<td>Pr136</td>
<td>96772</td>
<td>96771.924</td>
<td>96771.924</td>
<td>9.11</td>
</tr>
<tr>
<td>Pr144</td>
<td>58537</td>
<td>58535.221</td>
<td>58535.221</td>
<td>7.97</td>
</tr>
</tbody>
</table>

The above results demonstrate clearly the efficiency of the algorithm. Note that for the seven test cases the optimum was found in all ten runs. The number of cities in these test cases varies from 70 to 144. Note also, that the running time of the algorithm was reasonable: below 3 seconds for problems with up to 100 cities, below 10 seconds for the test case of 144 cities.

Conclusion

In this paper, we introduce a fast genetic algorithm for combinatorial optimization problem. This algorithm is based on a simple genetic algorithm and combine the base ideology of orthogonal test then applied it to the population initialization, crossover operator, as well as the introduction of
adaptive orthogonal local search to prevent local convergence, which have been proved to be very efficient to accelerate the converge speed. The new algorithm shows great efficiency in solving TSP with the problem scale under 300. Particularly, if we choose a comparatively smaller population scale that involves evolution, the algorithm is also efficient to get the approximate best solution in a short executing time.
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