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Abstract. We propose a reversible data hiding technique to improve Hong and Chen’s (2010) method. Hong and Chen divide the cover image into pixel group, and use reference pixels to predict other pixel values. Data are then embedded by modifying the prediction errors. However, when solving the overflow and underflow problems, they employ a location map to record the position of saturated pixels, and these pixels will not be used to carry data. In their method, if the image has a plenty of saturated pixels, the payload is decreased significantly because a lot of saturated pixels will not joint the embedment. We improve Hong and Chen’s method such that the saturated pixels can be used to carry data. The positions of these saturated pixels are then recorded in a location map, and the location map is embedded together with the secret data. The experimental results illustrate that the proposed method has better payload, will providing a comparable image quality.

Introduction

Data hiding is technique to use a digital media for conveying secret message. Digital media such as texts, audios, videos and images can be used as carriers. The digital image is often used as a cover object because it is available from many digital devices. Moreover, the human eyes are insensitive to the minor change of the pixel value. Data hiding can be categorized into reversible [1] and non-reversible [2]. Reversible data hiding is capable of restoring the original image after extracting the embedded message. On the other hand, the non-reversible data hiding method can not recover the cover image. The image quality is often measured by PSNR. The PSNR and payload are two important factors for a data hiding method. For most data hiding method, an increased in payload will result in a decrease in PSNR. As a result, much research has been done to enhance the payload and image quality. Barton (1997) [3] proposed a data hiding method in his pattern, which is considered as an early model of reversible methods. Tian (2003) [4] and Alattar (2004) [5] proposed reversible data hiding methods based on the expansion of pixel differences for data embedment. Because the expansion of pixel differences may cause a large distortion, their methods cannot offer a high quality stego image. Ni et al. (2006) [6] proposed a new method to enhance the image quality. They embed the secret data by shifting the image histogram. However, the payload of Ni et al.’s method is limited by the peak height of the image histogram.

Thodi and Rodriguez (2007) [7] combined Tian and Ni et al.’s methods and proposed a new reversible method. However, their method is based on the expansion of prediction errors. As a result, a high image quality cannot be achieved. Tsai et al. (2009) [8] divided the image into $3 \times 3$ pixel groups, and used the center pixel of a group to predict other pixel values in the same group. Data are embedded by shifting the prediction errors. Although Tsai et al.’s method offers a high image quality, the payload can be further increased by using a better predictor. In the same year, Hong and Chen [9] also proposed a new method using a bi-linear predictor and had better embedding efficiency over Tsai et al.’s method. They divide image into blocks of $3 \times 3$ pixels, and select the center pixel of each group as the reference pixel. Other pixels rather than the center pixels are
predicted using the current reference pixel and other four neighboring reference pixels. The layout of the reference pixel and the prediction formula are shown in Fig. 1. Two peaks are obtained from the prediction error histogram. Data are then embedded using the histogram shifting technique. Although Hong and Chen’s method provides better embedding performance over Tsai et al.’s method, the mechanism they used to process the overflow and underflow pixels may decrease the pure payload. In their method, a location map (LM) is used to record the saturated pixels (pixel value is 255 or 0), and the recorded saturated pixels will not be used to carry data. As a result, Hong and Chen’s method may lose significant payload if the cover image has a considerable number of saturated pixels.

Fig. 1. Schematic diagram of reference pixels and to-be-predicted pixels.

Propose method

In this section, we improve Hong and Chen’s method by proposing a new mechanism to process the overflow and underflow problems more efficiently. In the proposed method, the saturated pixels valued 255 and 0 are subtracted and added by one, respectively. A location map \( LM \) is then used to record the positions of these pre-processed pixels. The \( LM \) is then compressed [11] and is embedded together with the secret data [12]. Because the cover image is pre-processed, every pixel in the cover image can be used for data embedding. Therefore, the proposed method will provide a payload than Hong and Chen’s method. Moreover, we also proposed a new method to better predicted pixel values. As a result, the payload can be further increased. The detailed embedding and extraction procedures are listed as follows.

**Embedding Procedure**

Input: Cover image \( I \), secret message \( S \)

Output: Stego image \( I' \), peaks \( P_L \), \( P_R \), message length \( |S| \), size of \( LM \), \( |LM| \)

Step 1. The pixels in the cover image are pre-processed, i.e., pixels valued 255 are subtracted by 1 and pixels valued 0 are added by 1. The positions of these pre-processed pixels are recorded in a location map, and the location map is compressed to obtain \( LM \).
Step 2. Divide $I$ into blocks of $3 \times 3$ pixels. We denote the $i$-th block as $B_i$. The reference pixel of $B_i$ is denoted by $B_{i,c}$. Pixels other than $B_{i,c}$ are denoted by $\{B_{i,j}\}_{j=1}^{8}$, and are predicted using the formula shown in Fig. 2. Let the predicted results be pixels $\{BP_{i,j}\}_{j=1}^{8}$.

Step 3. Next, we calculate the prediction errors $\{E_{i,j}\}_{j=1}^{8} = \{B_{i,j}\}_{j=1}^{8} - \{BP_{i,j}\}_{j=1}^{8}$ for every block to obtain the prediction error histogram.

Step 4. Two peaks, $P_L$ and $P_R$ are obtained from the constructed histogram. We assume $P_L < P_R$. Scan the prediction errors. If $E_{i,j} = P_L$ or $E_{i,j} = P_R$, extract a bit $s$ from $S$ and use Eq. 1. to embed the extracted bit

$$E'_{i,j} = \begin{cases} E_{i,j} & \text{if } s = 0, \\ E_{i,j} - 1 & \text{if } s = 1 \text{ and } E_{i,j} = P_L, \\ E_{i,j} + 1 & \text{if } s = 1 \text{ and } E_{i,j} = P_R. \end{cases}$$

(1)

Otherwise, the scanned prediction error has to be shifted by using Eq. 2:

$$E'_{i,j} = \begin{cases} E_{i,j} - 1 & \text{if } E_{i,j} < P_L - 1, \\ E_{i,j} + 1 & \text{if } E_{i,j} > P_R + 1, \end{cases}$$

(2)

Step 5. The stego pixels can be obtained by calculating $\{B'_{i,j}\}_{j=1}^{8} = \{E'_{i,j}\}_{j=1}^{8} + \{BP_{i,j}\}_{j=1}^{8}$.

Step 6. Repeat Steps 3-5 until all the secret data are embedded and the stego image $I'$ is obtained.

**Extraction Procedure**

Input: Stego image $I'$, peak $P_L$, $P_R$, message length $|S|$, size of $LM$ $|LM|

Output: Recover image $I$, extract message $S$
Step 1. Divide $I'$ into blocks of $3 \times 3$ pixels and obtain the predicted value \( \{BP'_{i,j}\}_{j=1}^{8} \). This procedure is the same as Step 2 in the embedding procedure. The prediction errors are calculated by \( \{E'_{i,j}\}_{j=1}^{8} = \{B'_{i,j}\}_{j=1}^{8} - \{BP'_{i,j}\}_{j=1}^{8} \).

Step 2. Visit the prediction errors \( \{E'_{i,j}\}_{j=1}^{8} \). If \( E'_{i,j} = P_R \), \( P_L \), \( P_R + 1 \), or \( P_L - 1 \), a message bit \( s \) can be extracted using Eq. 3:

\[
s = \begin{cases} 
0 & \text{if } E'_{i,j} = P_L \text{ or } E'_{i,j} = P_R, \\
1 & \text{if } E'_{i,j} = P_L - 1 \text{ or } E'_{i,j} = P_R + 1.
\end{cases}
\] (3)

Otherwise, we have to restore the prediction errors using the following equation:

\[
E_{i,j} = \begin{cases} 
E_{i,j} + 1 & \text{if } E'_{i,j} < P_L - 1, \\
E_{i,j} - 1 & \text{if } E'_{i,j} > P_R + 1.
\end{cases}
\] (4)

Step 3. The cover pixels can be obtained by calculating \( \{B_{i,j}\}_{j=1}^{8} = \{E_{i,j}\}_{j=1}^{8} + \{BP_{i,j}\}_{j=1}^{8} \).

Step 4. Repeat the extraction and recovery procedures until all the secret data are extracted and the cover image $I$ is restored.

**Experimental Results**

In the section, we use eight grayscale test images of size $512 \times 512$ obtained from USC-SIPI [13] and RSP [14] image databases. Among these test images, images a and b possess few saturated pixels, and images c-h possess considerable number of saturated pixels. We use PSNR and Payload to compare the performance of the proposed method and other Hong and Chen’s method.

![Fig 3. The eight grayscale test images.](image-url)

As shown in Table 1, when the test images possess fewer saturated pixels (images a and b), the proposed method provides a higher payload with an insignificant decrease in PSNR. For the test images with considerable amount of saturated pixels (images c-h), the payload of the proposed method is significantly higher than those of Hong and Chen’s method with a decrease in image quality around 1 dB. However, the image quality of the proposed method is higher than 48 dB. The human eyes are indistinguishable a change of 1 dB of PSNR at this level. As a result, the proposed method offers a comparable image quality to Hong and Chen’s method while providing a significantly higher payload.
Table 1. Compare proposed and Hong and Chen’s method.

<table>
<thead>
<tr>
<th></th>
<th>Proposed method</th>
<th>Hong and Chen’s method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSNR</td>
<td>Payload</td>
</tr>
<tr>
<td>a</td>
<td>49.27</td>
<td>48267</td>
</tr>
<tr>
<td>b</td>
<td>49.15</td>
<td>36436</td>
</tr>
<tr>
<td>c</td>
<td>48.16</td>
<td>37350</td>
</tr>
<tr>
<td>d</td>
<td>49.30</td>
<td>50674</td>
</tr>
<tr>
<td>e</td>
<td>48.67</td>
<td>31483</td>
</tr>
<tr>
<td>f</td>
<td>48.47</td>
<td>18911</td>
</tr>
<tr>
<td>g</td>
<td>48.68</td>
<td>104858</td>
</tr>
<tr>
<td>h</td>
<td>49.45</td>
<td>62057</td>
</tr>
<tr>
<td>Average</td>
<td>48.89</td>
<td>48755</td>
</tr>
</tbody>
</table>

**Conclusions**

Hong and Chen’s method obtains a good image quality. However, when solving the overflow and underflow problems, their method may result in a decrease in payload because the saturated pixels will not be used for data embedment. We improve Hong and Chen’s method such that the saturated pixels can be used to carry data. The experimental results demonstrate that the proposed method has better payload, while providing a comparable image quality.
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