A Neural Network Approach for Locating Multiple Defects
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Abstract. A method is presented to demonstrate the use of artificial neural networks (ANNs) in providing additional information regarding defects or flaws when used in conjunction with the ultrasonic A-scan method. ANNs were employed both as pattern classifiers and as function approximators to maximise the amount of data available from the temporal A-scan signal. A steel bar was modelled in 2D using ABAQUS finite element analysis (FEA) software. A single defect was introduced to the bar, modelled as a void, and parametric studies conducted to record data with the defect at various locations. An ultrasonic Lamb wave was introduced at the top of the bar. The longitudinal wave propagated along the length of the bar and was partially reflected by the defect. Multiple cases were simulated, modelling voids between 1mm and 6mm in width in various locations. Mean displacement of all the nodes at the top of the bar was recorded throughout the simulation, and features extracted from this waveform to create the data set for the ANNs. The ANNs were trained with a percentage of the data collected, selected at random, and assessed with the remaining data. The target data for the ANNs were the depth and size of the defect. The case of two separate defects was also investigated. The procedure was carried out in the same manner as for one defect, but in this case the target data for the ANNs were the depth of the first defect and the distance between the defects. A separate ANN was employed as a pattern classifier, to determine if the reflected A-scan signal represented one or two defects. The final system was tested using previously unseen data, and provided very good results both in determining the number of defects and the size and location of the defects, even with data to which noise had been added.

Introduction

Ultrasonic A-scan inspection has been used extensively over the last few decades to assess components for flaws or to determine component thickness. However, signals generally need to be interpreted by a skilled operator, and only limited information is given in the temporal signal displayed on the user’s screen [1]. The use of artificial neural networks to glean the maximum amount of information from a temporal A-scan signal is a topic that has had much attention, but previous studies have generally used ANNs to either classify defects into certain groups [2,3], or to provide a more precise measure of a defect’s size and location [4]. This study demonstrates the use of multiple ANNs to analyse an A-scan signal from a steel bar containing either one or two defects, and classify the signal into a category (1 defect, 2 defects), then to assess the size of the defects and provide detailed information regarding their location. The inverse approach was used, as in a previous work conducted by Hernández-Gómez et al [5] where the ANNs were trained using data from finite element simulations of ultrasonic inspection. This approach saves a great deal of time, as parametric studies can assess many hundreds of cases without the need to prepare hundreds of test specimens. The current study builds on the findings of this past work by creating a simulation that more accurately represents an experimental procedure, and that can therefore be much more easily validated by experiment.
Finite element analysis

A steel bar was modelled in two dimensions using ABAQUS finite element analysis software, as shown in Fig. 1. An ultrasonic pulse with a frequency of 100kHz was applied to the top of the bar as pressure following a sinusoidal function as presented by Yagawa and Okuda [4], although in this case two periods of the sine function were used [6,7]. The maximum amplitude of the pulse was 10MPa. The Young’s modulus, Poisson’s ratio and density were taken as 210GPa, 0.3 and 7800kg/m$^3$ respectively. The material was assumed to be homogeneous and isotropic. Defects were modelled as voids, with height 1mm and width 1mm to 7mm. The maximum element size was chosen as 1mm, to exceed the lower threshold suggested by Lowe and Diligent [7] of at least eight elements per wavelength. The timesteps in the simulations were taken as 0.1μs. The longitudinal velocity of an ultrasonic wave is dependent on the geometry of the component and the wavelength of the applied wave, with lower velocity in thin bars and rods [9]. For a bar of width less than one fifth of the wavelength, the velocity of the longitudinal wave is given in Eq. 1 as

$$c = \sqrt{\frac{E}{\rho}},$$

where $c$ is the velocity of the dilatational wave in m/s, $E$ is the Young’s modulus and $\rho$ is the material’s density. Care was taken in the study to minimise the dispersion of the wave as much as possible. To achieve this, a frequency thickness product of 1MHz.mm was chosen, meaning that only the primary compressional (symmetric) wave $s_0$, and the primary flexural (antisymmetric) wave $a_0$ would be present [10]. The input frequency of the ultrasonic pulse was therefore 100kHz. This made the received signal much easier to read and improved the accuracy of data presented to the ANNs.

Feature extraction

In order to train the ANNs, it was necessary to create a data set using representative features of the wave response measured at the top of the bar. For this study, the wave response from a bar with no defect was subtracted from the wave response from the bar with a defect, so that the resultant wave showed the difference between signals, a method demonstrated by Yagawa and Okuda [4]. From this signal, in the case of a single defect, the time and the amplitude of the first major peak were taken as features, as shown in Fig. 2, and used to train and subsequently assess the ANNs. The time of the peak corresponded to the distance to the defect (depth) and the height of the peak corresponded to the size of the defect (magnitude). Consequently, each defect position was represented by just two values, meaning that training and assessment of the ANNs in this case was much faster than in previous work [5]. In the case of two defects, more data were required to accurately train the ANNs, and so the time and height of up to seven peaks, starting with the first positive peak, were used to represent the signal. This resulted in up to 14 data values for each case. Fig. 3 shows four examples of the signal from a bar with two defects, and it can be seen that the representative waveform has either three, four or five positive peaks depending on the distance between the defects. Of particular interest were cases where the two defects were less than a quarter of a wavelength apart. In these cases, the two separate reflected sinusoidal waves combined to form a slightly elongated wave of a similar form to that expected from a single defect, and so the additional information provided by recording every peak was necessary for the classifier ANN to
accurately distinguish between single and double defect cases. All data were normalised before being presented to the ANNs, to ensure that the data lay in the range [-1, 1]. This was done by dividing each value by the maximum value for the data set.

Artificial neural networks
An artificial neural network (ANN) is essentially a mathematical model aimed to function like the neural network in the human brain, and is able to map input data to the appropriate output data. ANNs are often used as pattern classifiers or as function approximators, and in this study both types were employed. The ANNs used were of the feedforward multilayer perceptron type, and all had 3 layers, as illustrated in Fig. 4.
Each perceptron performs a simple mathematical function but linked together a network of perceptrons can perform very complex functions e.g. to approximate any nonlinear function. The input to each neuron is illustrated in Fig. 5, and is given as

\[ y_{in} = b_j + \sum_{i=0}^{n} x_i w_{ij}, \]  

(3)

where \( y_{in} \) is the net input to a neuron \( Y_j \), \( b_j \) is the bias on unit \( Y_j \), \( x_i \) is the signal from the previous neuron and \( w_{ij} \) the weight between connected neurons. In the multilayer perceptron network, each neuron in one layer is connected to every neuron in the next layer, hence the summation of the signals in Eq. 3. In the normal operation of the network, data travel in the forward direction only, hence the term feedforward. Once the input signal arrives at each neuron, a transfer function is applied to it, and the resultant value is passed on to the next neuron in the network. In this case, the first and second layers of the network used a Tan-Sigmoid function, whose equation is given as

\[ f(x) = \frac{2}{1 + \exp(-\alpha x)} - 1, \]  

(4)

where \( \sigma \) is a parameter to alter the shape of the curve. The sigmoid function is desirable in the perceptron model as it ensures that all values passing to the next neuron lie in the range \([-1,1]\). The output layer used a linear transfer function, to ensure that erroneous outputs were easy to identify.

All three ANNs used in this study had 20 neurons in the input layer, 40 neurons in the hidden layer and either one or two neurons in the output layer, depending on their application. Before an ANN can be used, it needs to be trained, which is achieved by creating a data set of inputs and corresponding target outputs. Initially, the weights and biases in the network are set to random values. All data is passed through the ANN and the output compared to the target. The weights and biases in the network are modified based on the amount of error, and the process is repeated. This is known as back-propagation, and continues until either a predetermined number of epochs is reached, or a satisfactory level of convergence is attained. For this study, all networks were trained for 20,000 epochs with a convergence target of zero error using the Neural Network toolbox in MATLAB 7.0. Training was carried out using the scaled conjugate gradient (SCG) method [11] using 90% of the available data selected at random. The remaining data were used to assess the ANNs. In order to assess the trained ANNs’ ability to deal with noisy or incomplete data, noise was added to the assessment data set using the formula presented by Sahin and Shenoi [12], shown below in its modified format to increase the range to \([V_o-n, V_o+n]\).

\[ V_n = V_o \times [1 + (RAND - 0.5)(2n)], \]  

(5)
where \( V_n \) is the value with noise added, \( V_o \) is the original value, RAND represents a random number between 0 and 1, and \( n \) is the amount of noise to be added. Noise was added to all data points in the assessment set (a different value of RAND for each point) ten times, and a mean value taken for each point before being presented to the ANNs.

**Results**

The trained ANNs were presented with data they had not previously seen to test their ability to deal with new data, and also presented with the same previously unseen data to which artificial noise had been added, to simulate experimental data. The first ANN was employed as a pattern classifier, and indicated whether the case presented had either one or two defects, based on the 14 data points representing the ultrasonic signal. The correlation was very good in this case, with over 99% correct classification in the case without noise, and 93% correct with 15% added noise, as shown in Table 1.

<table>
<thead>
<tr>
<th>Amount of noise added [%]</th>
<th>0</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correctly classified cases [%]</td>
<td>99.17</td>
<td>96.69</td>
<td>93.39</td>
<td>93.39</td>
<td>89.26</td>
</tr>
</tbody>
</table>

Table 1: ANN classification accuracy

After the first ANN had classified the cases, the data were then transferred to the appropriate second ANN, which would either give a value for depth of defect and size of defect in the case of a single defect, or a value for depth of defect and distance to the second defect in the case of two defects. As can be seen from Fig. 6, predictions of defect location and size for the case of a single defect correlate excellently with actual values. The reduction in accuracy of prediction was only slightly degraded when up to 15% error noisy data was added to true values and predictions re-analysed.

![Graphs showing comparison of predicted vs target values for defect location and size](image)

Fig. 6: Comparison of prediction of location and size of defect with target values for the case of single randomly placed defects.
Fig. 7 shows results of analysis of location for the cases with two defects. As with the single defect case, the predicted location of the first and second defects correlate excellently with actual values, and a strong trend towards actual values is observed with 5% noise added to the test data. The correlation was seen to deteriorate when more than about 5% of noise was added. It is likely that separate ANNs to determine the depth of the first defect and the distance between the defects would reduce this error, and this will be considered in later studies.

Conclusions

A method has been presented that can classify an ultrasonic A-scan signal according to the number of defects present, and then provide an accurate measure of the size and location of the defect(s). The predictions correlate very well with target values, even with noisy data, and it is expected that the accuracy of the ANNs’ predictions could be improved with further refinement in feature extraction and network design. Future work will include presenting trained ANNs with experimental data, investigating the effect of multiple defects of different sizes and investigating more complex component geometry.
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